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Background: Via the reauthorization of the Higher Education Act (HEA), stronger accountability proponents are now knocking on the doors of the colleges of education that prepare teachers and, many argue, prepare teachers ineffectively. This is raising questions about how effective and necessary teacher education programs indeed are. While research continues to evidence that teachers have a large impact on student achievement, the examination of teacher education programs is a rational backward mapping of understanding how teachers impact students. Nonetheless, whether and how evaluations of teacher education programs should be conducted is yet another hotly debated issue in the profession.

Purpose: The purpose of this project is to describe how one of the largest teacher education programs in the nation has taken a lead position toward evaluating itself, and has begun to take responsibility for its impact on the public school system. This research also presents the process of establishing a self-evaluation initiative across the state of Arizona and provides a roadmap for how other colleges and universities might begin a similar process.

Setting and Participants: This work focuses on the Teacher Preparation Research and Evaluation Project (T-PREP) that spawned via the collaborative efforts among the deans and representative faculty from Arizona State University (ASU), Northern Arizona University (NAU), and the University of Arizona (UofA). The colleges of education located
INTRODUCTION

Over the previous four decades, U.S. educational policymakers have trekked down a previously unprecedented accountability path. They started with the minimum competency movement in the 1970s (Bracey, 1995; Heubert & Hauser, 1999; Kreitzer, Madaus, & Haney, 1989) and continued with the proposition that our students may not be world class in the release of A Nation at Risk in the 1980s (U.S. Department of Education, 1983). The accountability trajectory seemed to have peaked with the passage of No Child Left Behind (NCLB, 2002), but with the congressional reauthorization of NCLB, Race to the Top, and Secretary of Education Arne Duncan’s recent waiver system excusing states from not meeting 100% proficiency targets if they agree to attach even more consequences to educational outputs, our nation’s policymakers continue their push for stronger accountability (see also R. Rothstein, 2011).

In higher education, teacher education programs have also been led down a similar pressure-by-policy path. In 2007, after the passage of NCLB, came the federal reauthorization of the Higher Education Act of 1965 (HEA, 2007). This placed increased responsibilities on teacher education programs, charging the leaders and the teacher educators within them to be held more accountable for their impact on student learning and achievement in PreK-12 public schools (Cochran-Smith, 2009; Goodwin, 2009; Ludlow et al., 2010). While this was indeed a high stakes in higher education movement that began during President George H. W. Bush’s administration, and one that has been iterated via state-based policies since (Peck, Galluci, & Sloan, 2010), now more than ever many argue that teacher education in the United States is in jeopardy (Zeichner, 2010), although others note that our teacher education system is perhaps performing as well as it ever has (Glass, 2008).
Even with the legislative changes, prior to 2007, many if not most administrators and teacher educators have held themselves accountable for accreditation purposes, for example, via the National Council for Accreditation of Teacher Education (NCATE) and the Teacher Education Accreditation Council (TEAC). Like with the passage of NCLB, the 2007 reauthorization of HEA increased the pressure, mandating that teacher education programs were also to be held accountable beyond just accreditation. Teacher education programs were to be subjected to external ranking mechanisms and state report cards, where initial teacher certification (ITC) graduates’ licensure test scores and their students’ test scores would be used to measure teacher education program quality, or a lack thereof (Cochran-Smith, 2001, 2004, 2005, 2009; Cochran-Smith & Fries, 2001; Darling-Hammond, 2006a, 2006b; Goodwin, 2009; Hamel & Merz, 2005; Ludlow et al., 2010; Peck et al., 2010).

As an example of what was occurring during this transition, a research team (different from those discussed here) affiliated with the Value Added Assessment of Teacher Preparation Project (VAA-TPP) at Louisiana State University (LSU) constructed a longitudinal database, which connected K-12 students to their teachers in core content areas and was then connected back to the university where the teachers received their credentials (Noell & Burns, 2006; Noell, Porter, & Patt, 2007). The combination of the teachers’ students’ scores was then combined and used to determine how effectively the state’s teacher education programs prepared teachers to improve student achievement scores. This work continues today, appropriately, at least in theory.

To those who insist that teacher education has at least something to do with teacher quality (Darling-Hammond, 2006a, 2006b; Darling-Hammond & Sykes, 2003; Shulman, 1988; Wilson, Floden, & Ferrini-Mundy, 2002), this new role for teacher education programs, to better evaluate what they do, is rational and reasonable. It is sensible as well that both the program leaders and the teacher educators who actually educate the future teachers within such programs be involved in this work, as they are indeed a vested group with a collective responsibility to determine if what they are doing is high quality, meaningful, and impactful. This is important, at least for internal purposes if nothing more. Notwithstanding, this need for empirical reflection is also externally kindled as outsiders continue to argue that “very little is known about if and how teacher education affects practice” (Good et al., 2006, p. 411; see also Cochran-Smith, Feiman-Nemser, McIntyre, & Demers, 2008; Harris & Sass, 2007). This ongoing deliberation reinforces the urgency to determine what it is teacher education programs are doing well, and where they are most in need of reform and reculturation (Cochran-Smith, 2009).
In addition, as researchers continue investigating the connection between teacher education programs and teacher performance in the classroom, educational policymakers continue to fundamentally question whether teacher education is solvent, or a broken down bureaucratic system that “needs to be turned upside down” (Education Digest, 2011, p. 9). They question whether teaching requires formal professional training, specifically in pedagogy; whether applied experiences in the classroom matter; and, most importantly, whether traditional versus alternative teacher educators in fact graduate teachers who effectively promote student learning and achievement (Chingos & Peterson, 2011; Cochran-Smith, 2001, 2009; Cochran-Smith & Fries, 2001; Darling-Hammond, 2006a, 2006b; Darling-Hammond & Sykes, 2003; Ludlow et al., 2010; Peck et al., 2010). Lacking proof based on rigorous research and empirical evidence (Cochran-Smith, 2004, 2009), policymakers continue to promote a technicist view of teacher education, and advance its replacement via nontraditional, alternative, and even for-profit pathways (Zeichner, 2010).

It is our contention in this manuscript that, given the current situation, it is vital for teacher education programs, including both teacher education leaders and faculty members, to engage and hold themselves accountable for purposes beyond accreditation. They need to prove that, via their teacher education programs, they are preparing measurably effective teachers (see also Barnett & Amrein-Beardsley, 2011). They need to do this particularly if they are to save themselves from potential elimination and replacement (Cochran-Smith, 2009; Goodwin, 2009; Harris & Sass, 2007; Ludlow et al., 2010).

In this manuscript, we first offer a review of the current state of teacher education in the United States, a review of what empirical actions have been taken thus far and some respective results, a discussion of the traditional and nontraditional methods typically used in such research, and a conversation about the conceptual frameworks often structuring this work. Second, we propose a “beyond excuses” framework for conducting teacher education evaluations. The rationale for the “beyond excuses” moniker is that federal policies have influenced and continue to influence the debate about whether teacher educators are responsible for their graduates and, more so, the extent to which their graduates impact student learning and achievement. Additionally, future legislation will likely include more sanctions or ranking mechanisms to help reduce and understand teacher education data, quality indicators, and the “value” teacher educators “add” to this production function, so being proactive now is crucial. Within this section, we also describe evaluative efforts of one consortium and one college as they, like others, have spent nearly
five years negotiating through these research processes and dilemmas, in “fashion[s]” responsive to local values and concerns while also meeting state requirements” (Peck et al., 2010, p. 451; see also Cochran-Smith, 2009). Details about challenges, paradigm shifts, overcoming complexities, data use, and data informed reforms are also presented.

SEVEN LEGITIMATE APPREHENSIONS ABOUT EVALUATING TEACHER EDUCATION PROGRAMS

Approximately 40 years since Coleman and his colleagues (1966) posited that schools and teachers have little to do with what students learn in school, the educational research community has come to a consensus that teachers do in fact cause increases, and probably the most significant increases, in student achievement of all education-related variables (Berry, Fuller, & Reeves, 2007; Boyd et al., 2006; Chingos & Peterson, 2011; Cochran-Smith, 2004, 2005; Darling-Hammond & Sykes, 2003; Yinger & Hendricks-Lee, 2000). Teachers impact student achievement, and this model is illustrated in Figure 1.

**Figure 1. Causality model illustrating teacher effects on student learning and achievement**

\[ Y_{\text{Teacher}} \rightarrow Z_{\text{Student1}}, Z_{\text{Student2}}, Z_{\text{Student3}}, \ldots \]

But, the current accountability debate is no longer limited to whether and what impact teachers have on students in classrooms. The discussion has moved to how teacher education programs influence student performance. There is now an additional variable in the aforementioned trajectory—the teacher education program. Teacher educators and leaders must now investigate how well their programs prepare teachers and how well their ITC graduates promote student learning and achievement in schools. This model is illustrated in Figure 2.

**Figure 2. Causality model illustrating purported teacher education effects on teacher effects on student learning and achievement**

\[ X_{\text{TeacherEducationProgram}} \rightarrow Y_{\text{Teacher}} \rightarrow Z_{\text{Student1}}, Z_{\text{Student2}}, Z_{\text{Student3}}, \ldots \]

There are, at present, three units of analysis to link empirically and causally, but few if any researchers have developed compelling or appropriate (Noell & Burns, 2006; Noell et al., 2007) methods to examine how much of a teacher’s impact on student learning can be attributed to the teacher education unit. Such an empirical undertaking is reasonably and rightfully complicated. Although some teacher education researchers and evaluators are making progress, little has still been done to help
others satisfactorily explore this relationship, particularly at local levels (Boyd et al., 2006; Darling-Hammond, 2006a; Hamel & Merz, 2005; Harris & Sass, 2007; Russell & Wineburg, 2007). This is largely due to seven key apprehensions that contaminate such empirical investigations.

Apprehension #1: Model Unidimensionality

The model posed is inappropriately one-dimensional. More than 50% of college graduates attend more than one higher education institution before receiving a bachelor’s degree (Ewell, Schild, & Paulson, 2003), and approximately 60% of teacher education occurs in general liberal arts and sciences, and other academic departments outside of teacher education. There are many more variables that contribute to teachers’ knowledge by the time they graduate than just the teacher education program. Therefore, when evaluating teacher education, evaluators need to isolate the impact universities, or other colleges in which students are prepared, might have from the teacher education program itself (Anrig, 1986; Darling-Hammond & Sykes, 2003).

Apprehension #2: Self-Selection Into the Profession

The implied assumptions of the aforementioned linear formula are overly simplistic given the nonrandomness of the teacher candidate population. The types of students who enter teacher education programs and the personality characteristics they bring with them present another challenge. Self-selection, a traditional measurement threat to internal validity, occurs when groups of people at the focus of empirical research are distinctly different from the group(s) to which they are compared. If teacher candidates who enroll in a traditional teacher education program are arguably different from teacher candidates who enroll in an alternative program, and both groups are compared once they become teachers, one group might have a distinct and unfair advantage over the other. This difference may occur not because they are better teachers or were better prepared by either teacher education program, but because of the personal characteristics they brought with them to the profession. What cannot be overlooked, controlled for, or dismissed from these comparative investigations are teachers’ enduring qualities—whether they are caring, dedicated, motivated, sensitive, respectful, etc., as these characteristics are positively related to teacher effectiveness (Boyd et al., 2006; Boyd, Grossman, Lankford, Loeb, & Wyckoff, 2007; Harris & Sass, 2007; Shulman, 1988; Wenglinsky, 2002).
**Apprehension #3: Nonrandom Distribution of Teachers**

Teachers are nonrandomly distributed into schools after graduation as well. The type of teacher education program from which a student graduates is highly correlated with the type and location of the school in which the teacher enters the profession (Good et al., 2006; Harris & Sass, 2007; Rivkin, 2007; Wineburg, 2006), especially given the geographic proximity of the teacher education program to surrounding school districts and the types of schools in which student teachers are placed. This presents another challenge. If a certain teacher education program is located in a relatively affluent area, and if ITC graduates become teachers in its surrounding schools, they will have a distinct and unfair advantage over ITC graduates from the same or other programs who teach elsewhere, possibly in high-needs schools. Because of the nonrandom distribution of teachers, teachers who choose to teach in less challenging schools are sometimes falsely given credit for having more success with their students than teachers in more challenging schools, simply because of the type of students enrolled in the schools in which teachers take positions (Newton, Darling-Hammond, Haertel, & Thomas, 2010). Without randomly distributing teachers across schools, comparison groups will never be adequately equivalent, as implied in this model, to warrant valid assertions about teacher education quality (Boyd et al., 2006; Good et al., 2006). It should be noted, however, that whether the use of students’ pretest scores and other covariates can account or control for such interand intra-classroom variations is still being debated and remains highly uncertain (Ballou, Sanders, & Wright, 2004; Capitol Hill Briefing, 2011; Koedel & Betts, 2010; Kupermintz, 2003; McCaffrey, Lockwood, Koretz, Louis, & Hamilton, 2004; J. Rothstein, 2009; Tekwe et al., 2004).

**Apprehension #4: Nonrandom Placement of Students Into Classrooms**

Students are also not randomly placed into classrooms. Sometimes the oft-praised “best” teachers are more likely to have some of the brightest students in their classes because of students who self-select into these classes, parents who assertively request certain teachers for their children, and other local or ability-tracking placement policies and procedures (Monk, 1987). On the flip side, sometimes the presumed “best” teachers are assigned some of the most difficult-to-teach students because school administrators believe that high-quality teachers will have the greatest impact on the students who need them most (Clotfelter, Ladd, & Vigdor, 2007; Rivkin, 2007). Students’ innate abilities and motivation levels bias even the most basic examinations in which researchers attempt to link
teachers with student learning (Newton et al., 2010; Harris & Sass, 2007; Rivkin, 2007). Without randomly assigning students to classes, teachers’ classes will also never be adequately equivalent, again as assumed in this model. However, the degree to which such systematic errors, often considered measurement biases, impact value-added output is yet highly unsettled (Ballou et al., 2004; Capitol Hill Briefing, 2011; Koedel & Betts, 2010; Kupermintz, 2003; McCaffrey et al., 2004; J. Rothstein, 2009; Tekwe et al., 2004).

Apprehension #5: Post-Graduation Impact Variables

A student’s performance is also empirically compounded by what teachers learn “on the job” post-graduation via professional development (see, for example, Greenleaf et al., 2011). If researchers are to measure the impact of a teacher education program using student achievement, and ITC graduates have received professional development, mentoring, and enrichment opportunities post-graduation, researchers might deliberate whether it is feasible to disentangle the impact that professional development, versus teacher education, has on teacher quality and students’ learning over time. ITC graduates’ opportunities to learn on the job, and the extent to which they take advantage of such opportunities, introduces yet another source of construct irrelevant variance (CIV) into, what seemed to be, the conceptually simple relational formula presented earlier (Good et al., 2006; Harris & Sass, 2007; Rivkin, 2007; Yinger, Daniel, & Lawton, 2007). CIV is generally prevalent when a test measures too many variables, including extraneous and uncontrolled variables that ultimately impact test outcomes and test-based inferences (Haladyna & Downing, 2004).

For instance, a report by the Education Commission of the States (Kaufman, 2007) found that teacher education programs across the United States have been found to be inconsistent. Around 30 states and territories were identified as having teacher education programs as defined by the state in statute or code, or by the state’s department of education. Yet many school districts may also implement their own programs without state-level approval. Furthermore, there are qualitative differences in these teacher induction programs that make this issue more complex, particularly when trying to categorize programs for analyses that require reductionistic classifications.

Apprehension #6: Construct-Irrelevant Variance

Other sources of CIV need to be considered as well. These include whether teacher effectiveness can be appropriately assessed if teachers
(a) teach in multigrade classrooms, (b) team teach with other more or less effective teachers, (c) teach smaller classes as correlated with student achievement (Clotfelter et al., 2007), and (d) have access to different resources and technologies. For students, difficulties with such inquiries might happen because they (a) are English Language Learners (ELLs), have Individualized Education Programs (IEP), or are supported by special education teachers or aides whose competencies may vary; (b) switch schools or teachers mid-year; or (c) take more than one class in a certain subject area simultaneously or within the same school year. These are the issues currently plaguing the value-added analyses being conducted across the United States (Au, 2010; Haertel, 2011; Harris, 2011; Hill, Kapitula, & Umland, 2011; Newton et al., 2010; Papay, 2010; J. Rothstein, 2009). Ultimately, adding the examination of teacher education effects (see Figure 2 above) in addition to just teacher effects (see Figure 1 above) will, without a doubt, exacerbate these problems further.

Apprehension #7: Overreliance on Students’ Large-Scale Standardized Test Scores

This model is also problematic because it is built almost entirely on students’ standardized test scores as indicators of teacher, and now teacher education, quality (Baker et al., 2010). Students’ standardized test scores, usually aggregated at the classroom, school, district, and state levels, are being used as the main, and too often only, measure of student learning and achievement (Noell & Burns, 2006; Noell et al., 2007). While gauging the quantifiable effects of nearly everything measurable is becoming the norm (Cochran-Smith, 2001, 2004, 2005, 2009; Zeichner, 2010), such practices contradict what all professional organizations on educational and psychological measurement recommend (AERA, APA, NCME, 1999).

There are some who ignore these challenges, however. Predominantly, value-added researchers, who continue to promote and advance their proclaimed, more sophisticated, primarily econometric models, too often minimize the problems and issues with conducting the research presented herein (Chingos & Peterson, 2011; Harris, 2011; LeClaire, 2011; Sparks, 2011). Their models are based on extraordinary assumptions (Amrein-Beardsley, 2012; Scherrer, 2011) that do not adequately address the aforementioned threats to validity, sources of CIV, or all of the other complexities inherent in quasi-experimental studies. Even the most sophisticated model will never hold up if valid inferences are to be made in the ways theorized, and never will this research be done without accepting these assumptions unless random sets of college students are forced to become teachers, ITC graduates are randomly assigned
to randomly selected schools, and students are randomly assigned to classrooms within these schools (Corcoran, 2010; Harris, 2009; Ishii & Rivkin, 2009; Linn, 2008; Nelson, 2011; J. Rothstein, 2009).

Consider one of the most widely respected econometric models being advanced through New York’s Teacher Pathways Project that involves 75 teacher education programs at 20 major teacher education institutions. Thus far, this projects’ econometricians have evidenced that the gap between the qualifications of New York City (NYC) teachers in high- and low-poverty schools narrowed substantially between 2000 and 2005 (Boyd, Lankford, Loeb, Rockoff, & Wyckoff, 2008), largely because of new teachers hired through the NYC Teaching Fellows program and Teach for America (TFA). They have also found that classroom-based and applied learning opportunities facilitate more effective, first-year teachers (Boyd et al., 2008). But whether these new teachers are actually more effective in the classroom is still speculative due to the incredible amount of variation in actual classrooms, the lack of randomization for those within the certification programs, the schools in which they work, and the respective placement of students within classrooms, not to mention the available resources within those schools.

Notwithstanding, while these are all legitimate concerns that need to be considered before connecting student achievement data to teacher education programs, progress is still being made. Several teacher education programs and program consortiums are making advances toward examining these complex relationships. For example, California State University’s Center for Teacher Quality (CTQ) built a mosaic to help them examine the impact of ITC graduates on their students’ learning and achievement from 23 different university systems. Value-added models using standardized test scores are being supplemented with alternative measures of student learning across core and noncore subjects. Surveys administered to ITC graduates and their employers are being used, as well as teaching performance assessments (Center for Teacher Quality, 2007; Russell & Wineburg, 2007). Stanford University and 29 other California universities are currently implementing their Performance Assessment for California Teachers (PACT) project (Darling-Hammond, 2006a; Pecheone & Chung, 2006; Toch & Rothman, 2008). They are using survey and interview research methods to assess what candidates report they have learned in their programs and are assessing student learning using pre- and post-tests, work samples, employer surveys, clinical observations, and a validated teacher performance assessment largely modeled after the National Board for Professional Teaching Standards (NBPTS) Five Core Propositions for Teaching (Darling-Hammond, 2006a; Rubenstein, 2007). This project stands in stark contrast to those
in which researchers are utilizing and basing a teacher education program’s value on either a snapshot of, or the gains derived from large-scale, standardized tests. Similarly, Ohio’s Teacher Quality Partnership (TQP) involves all 50 colleges and universities within the state and, while using value-added data, it relies on qualitative methods to assess the impact of its teacher education programs on student learning and achievement as well (Berry et al., 2007).

Also, as discussed previously, the team affiliated with VAA-TPP at LSU has constructed a longitudinal database connecting students to teachers in core content areas, which are then used to indicate teacher education effectiveness. While these statistical models continue to be under construction, they are gaining prominence within the education reform debate and policy discussions (Noell & Burns, 2006; Noell et al., 2007). However, akin to the Education Value-Added Assessment System (EVAAS®) being used primarily for teacher evaluation and measurement purposes, this model presently relies mostly on test scores, overlooking some of the extraordinary assumptions previously noted and addressed elsewhere (Amrein-Beardsley, 2012; Scherrer, 2011). This model, like many of the others, still also falls short of being able to provide substantive feedback to the education programs regarding how they might change and improve. Even when the model works perfectly, it will only be able to indicate which teacher education programs are more highly correlated with graduates’ students’ achievement, which, as previously articulated, is riddled with problems (see also Noell, Gansle, Patt, & Schafer, 2009).

The methods used in the aforementioned states, and the others not discussed, are worth noting, however, as the spectrum of approaches may help others conceptualize their local education evaluation endeavors better, especially given the limitations and assumptions inherent within this research. In addition, if methods and measures from traditional and nontraditional teacher education programs are used collectively, this might help those involved get at teacher education quality more accurately, validly, and holistically as studies progress.

SEVEN “BEYOND EXCUSES” IMPERATIVES FOR EVALUATING TEACHER EDUCATION

Amid the noise, teacher education programs are still increasingly recul-turating (Cochran-Smith, 2009) and connecting around various sets of state and national teaching standards to help them clarify their goals and drive what they do, from curriculum and instruction through research and evaluation projects (Cochran-Smith, 2001; Cochran-Smith
works most often used are the Interstate New Teacher Assessment and Support Consortium (INTASC) guidelines for entering/novice teachers, the NCATE standards for general teachers and their professional preparation units, and the National Board for Professional Teaching Standards (NBPTS) for expert or highly accomplished teachers. They all value content knowledge and pedagogy as equally important criteria for what teachers should know and be able to do across varied content areas.

National and state standards present teacher educators with a context to help them conceptualize, define, and assess what it means to be an effective teacher (National Governors Association Center for Best Practices & Council of Chief State School Officers, 2010), and will likely help to define what it means to prepare one. But, as teacher education programs coalesce and move toward building local consensus in terms of how they can most effectively use the aforementioned methodologies to evaluate themselves, they also, as we argue next, need to address a set of seven imperatives to ensure their efforts will be beneficial. These imperatives include (1) conceptualizing the purposes and reasons for evaluating teacher education programs; (2) defining effective teacher education programs and ideal ITC graduates; (3) building valid evaluation models; (4) resolving whether and which standards might be used to structure these models; (5) choosing appropriate data collection and analytical methods, and using or developing proper assessments sustaining these methods; (6) deciding who should be involved in decision making and at what levels (and whether nontraditional teacher educators should participate in such evaluations); and (7) determining how such program evaluations might be financed, supported, and sustained.

These imperatives were developed five years ago when a consortium of deans and faculty representing each of the state of Arizona’s public colleges of education (i.e., Arizona State University [ASU], Northern Arizona University [NAU], and the University of Arizona [UofA]), along with approximately 30 educational leaders and stakeholders from throughout the state (e.g., representing the Arizona Department of Education [ADE], the Arizona Education Association [AEA], Arizona School Boards Association [ASBA]) collectively decided it was time to begin these evaluation studies. They created a collaborative tri-university initiative called the Teacher Preparation Research and Evaluation Project (T-PREP) (for more information, please see http://education.asu.edu/projects/t-prep).

The colleges involved, each residing within and representing the aforementioned universities and yielding a combined enrollment of approximately 10,000 education students, graduate the vast majority of
teachers every year. They also operate within a Republican-dominated, fiscally conservative state while they work to educate the second fastest growing population of PreK-12 students (U.S. Census Bureau, 2010); students who also consistently rank among the worst (bottom quintile) in the nation across grades and subject areas on the National Assessment of Educational Progress (NAEP; NCES, 2011). These teacher educators are also increasingly competing with and functioning alongside a growing number of alternative certification programs in the state.

For the first several years the T-PREP consortium met twice per year to steer and move this work forward, while a smaller working group that consisted of one to three faculty representatives from each college met more often. Through the many meetings and discussions, conversations at national conferences and meetings, and knowledge of additional legislative mandates (e.g. Common Core State Standards Initiative, 2010; HEA, 2007) their seven imperatives developed. These imperatives helped them create a framework for not only how they could become more reflective and hold themselves more accountable for the excellence of their graduates, but also internally evaluate and improve upon their programs and make more valid and evidenced-based claims that they, indeed, were still relevant.

Details within each of the seven imperatives devised follow. Also included are cases in point regarding what the particular college at focus, the Mary Lou Fulton Teachers College (MLFTC), has done since per each T-PREP imperative. MLFTC, the college now graduating more teachers than any other in the nation (Sawchuk, 2011) is situated within ASU, the university now spearheading the T-PREP initiative.

Imperative #1: Conceptualizing Purpose

Teacher educators and administrators need to analyze the reasons for evaluating their teacher education programs and, for purposes beyond accreditation (Cochran-Smith, 2009; Peck et al., 2010), ask why it is important to be held and to hold themselves accountable. Instead of resisting or dismissing this research as too complicated and complex (for example because of the uncontrollable variables involved), or instead, outright rejecting this research altogether (even if rejection is appropriate, given a lack of financial or human resources or capacities), teacher educators might work together to begin developing and defining more valid and innovative ways to examine their programs’ strengths and weaknesses for both summative and formative purposes.

In this case, while there was initial resistance for all of the reasons above, all T-PREP project members decided that this was essential research
that they needed to inaugurate in order to respond to the aforementioned growing concerns about the antiquated and futile role of teacher education. High levels of commitment were also obtained due to the ever-present knowledge that teacher education programs were going to have to engage sooner or later (i.e., HEA, 2007). As the initial meetings took place, consortium members were also surprised that the relatively straightforward research questions initially asked were not, at that time, answerable (e.g., How many of a college’s graduates remained in the field after one, three, or five years? Is there a difference in retention by certification type?). This too added fervor, as embarrassing as it was to not know the answers to even the simplest of questions. Thereafter, most everyone was on board because they realized that what they knew about the impact of their programs was virtually nil, particularly at any systemic level. As well, they agreed, there were important policy questions that needed to be answered, especially about the consistent and persistent need for strong, committed teachers in schools with high poverty and low achievement. They were unsure how their teacher education programs were satisfying these needs as well.

Those leading the T-PREP evaluation efforts at ASU took this one step further. They partnered with 25 high-needs districts, accounting for 230 schools, almost 12,000 teachers, and nearly 200,000 students, to facilitate these evaluations, largely by gaining wide-scale access to the schools and districts in which their graduates were teaching, or were not teaching for comparative purposes. In return for accessible data, the college began providing data tracking, other research, and program evaluation services to district personnel, and continuous professional development that ensued and a resultant level of increased access, teacher education and policy beyond graduation.

Imperative #2: Defining an Effective Teacher Education Program

Teacher educators, administrators, and other stakeholders need to define what an effective teacher education program and the ideal ITC graduate looks like. What are the characteristics of a good teacher? Is this different from what one of the aforementioned organizations might suggest (e.g., NBPTS)? What about the diversification of the teaching profession? How might teacher education programs recruit these teachers at higher rates into preprofession training? Should ideal ITC graduates choose to enroll at increasing rates count in terms of evaluating teacher education program quality? What do teacher candidates need during
their professional training to become successful teachers, particularly in terms of their content knowledge and pedagogical skills? And, how can teacher educators better prepare teacher candidates toward these ends? These were all questions of interest given this consortium.

In this case, college leaders worked with university administrators and faculty in ASU’s college of arts and sciences to reform all of their teacher education programs to be more responsive to the needs of the state and districts. College leaders contend that continuously challenging conventionality and putting into check their own assumptions about what it is they are and should be doing to contribute to student learning and achievement in the state’s PreK-12 public schools is obligatory. College leaders have also redefined the types of teachers they should be inviting into and graduating from their programs, defining them as teachers who have a deep understanding of subject-area content, create an environment of achievement for all PreK-12 students, and are much more exposed to and experienced in working in the actual conditions of real classrooms.

This decision followed a candid conversation, during which T-PREP consortium leaders questioned whether everyone could or should become a teacher, after which they had to acknowledge and accept that all teachers are not equal, and probably could never be equal in skills and potential effectiveness, regardless of their preservice training. Paying more attention to the Colorado Index Score for applicants and raising the percentage of students who have strong, positively predictive scores is and continues to be a core goal. Related, as other colleges of education move forward in considering who might be qualified, and theoretically privileged, to become a teacher, they must help to defy the common, and likely accurate, perceptions that colleges of education are unwilling and unable to develop the capacity to change. Thoroughly rejecting this prior notion, college leaders also contend that raising their own standards will create a shift to entice more of the best and brightest into the profession. It should be noted here, however, that the best and brightest should not just mean, as is typical, the best and whitest (Sleeter, 2008; Villegas & Irvine, 2010; Villegas & Lucas, 2004). In addition, now that these characteristics have been defined, program leaders are becoming better equipped to investigate whether, indeed, they are preparing the teachers they desire now by definition.

It is also important to build partnerships and relationships between education and other disciplines. Often, this kind of collaboration has to begin at the president or provost level, as it was in the case at ASU. There has to be a nonnegotiable stance that “It takes an entire university to prepare a teacher.” Those conversations have to turn into action and
work plans so that content as well as pedagogy specialists have an infrastructure that allows them to constantly improve teacher education. See discussions forthcoming about the college’s efforts to reform the preservice curricula at both the university and community college levels.

External partners must be actively recruited as well. For example, the Sanford Inspire Program (for more information, please see http://sanfordinspireprogram.org/) is an $18 million, donor-funded initiative devised to integrate the best practices of TFA within the college and, if data are supportive, traditional teacher education programs, practices, and paradigms altogether. Following this, the college has revamped its traditional programs to include substantially more field-based instruction, and practical and applied learning opportunities (see also Sawchuck, 2011).

This is not without problems, however. While the goal of the Sanford Inspire Program is to prepare highly effective teachers by integrating best practices from both TFA and the college, nobody believes that all practices from TFA can, or should, transfer directly into the college. For example, TFA uses a highly selective model for accepting corps members that they believe is predictive of success in the classroom. That is not the college’s intent, necessarily. The college’s goal is to provide access to all prospective students who meet program requirements. To that end, the college is working on a broader agenda that, while ideologically different, is still working to attract students who are committed to the idea that each child deserves an excellent teacher. The college is just going about this in a different way and testing new strategies to recruit more students and more talent to the teaching profession along the way.

Imperative #3: Valid Models

Teacher educators and leaders need to decide how they might reasonably go about measuring program quality, as stated. Within the college in focus, leaders set out to create the aforementioned research and evaluation services to help them build and foster partnerships with districts, but also to facilitate access to data and the construction of mutual data systems to help them measure teacher quality as a reflection of teacher education quality. Leaders also set out to not only prepare caring, competent, and capable teachers, but teachers who are measurably effective (Barnett & Amrein-Beardsley, 2011). In as much as these teachers are still being defined, this work is being used to inform the state as it too moves toward measuring teacher and teacher education quality.

Thus far, at ASU, measurably effective teachers are not being defined using sole indicators of student achievement. Rather, effective teachers are being distinguished as those who are retained; positively impact
student learning, achievement, and growth on multiple measures of student learning and achievement; collaborate with school districts to implement meaningful reform; help to turn around the lowest-performing schools; and challenge historical norms. These indicators were identified through discussions with various stakeholders involved in the T-PREP consortium’s efforts, again including the deans and representative faculty from the colleges, representatives from the state department and the union, and others. And, while the indicators include student achievement outcomes (i.e., derived via value-added measures), they also include performance indicators captured during student teaching and beyond the teacher education programs (to see a model of the evaluation structure, please see the Appendix).

For example, to supplement value-added analyses and to take a more mixed-methods approach to this research in line with the educational measurement standards of the profession (AERA, APA, & NCME, 1999), the college adopted the National Institute for Excellence in Teaching’s (NIET) validated observational instrument at the core of the System for Teacher and Student Advancement (TAP™). See further details forthcoming, but ultimately the time and effort put into this politicized and somewhat controversial approach (Mathematica, 2010; Sawchuck, 2010a) most common in PreK-12 schools (TAP, 2012) should provide a better, more holistic, and intuitively more valid picture of what it means to be an effective teacher and, in this case, effective teacher education program (see also Capitol Hill Briefing, 2011; Darling-Hammond, 2006a), as many of the college’s graduates move into university–partner schools who are also using the same TAP system. While, of course, this facilitates the longitudinal analyses needed to evaluate teacher education effectiveness, these efforts are just now being examined as cumulative numbers of graduates increasingly contribute to longitudinal records. Most notably, these longitudinal records now include observational data along with student outcome data, and this will ultimately facilitate a more valid approach to inquiry, one based on mixed methods.

**Imperative #4: Standard Setting**

Teacher educators need to decide whether those involved should adopt a set of national or state standards to help frame these evaluations and the instruments and assessments developed and deployed to conduct them. If so, which standards are most appropriate for local programs, and at what level should these decisions be made?

In this case, when T-PREP leaders addressed the details of data collection and analysis, they agreed all endeavors and instruments would be aligned with the Five Core Propositions of the NBPTS. The propositions
exist to help others frame what it means to be an exemplary teacher in terms of a rich fusion of knowledge, skills, dispositions, and beliefs (NBPTS, 2011). The NBPTS propositions continue to provide a unified vision of exemplary teaching, but because of practical limitations (namely, a lack of validated instruments that are aligned with the core propositions), the college, as mentioned, began supplementing efforts using the TAP observational instrument instead. Teacher educators are using TAP to help them better conceptualize and capture what it means to be a measurably effective teacher (TAP, 2012). Like the state, they are also incorporating the INTASC standards.

At the applied level, the integration of the TAP observational instrument was needed to more concretely help teacher education program leaders restructure teaching programs and initiatives to (a) recruit more high-quality teachers, (b) provide teachers with a career continuum, (c) implement teacher-led professional development, (d) establish a more rigorous teacher accountability system, and (e) grant proportionate compensation (via grant projects) based on teachers’ positions, skills, knowledge, and performance (Schacter & Thum, 2005). Using this framework and videos of exemplary practice, the goal was to build teacher candidates’ theoretical and research perspectives on how and why “best practices” are best. These efforts make the college one of the first to use TAP in higher education as a program-defining, intensive, and completely integrated formative teaching/learning tool, versus a tool traditionally used for summative purposes only.

Specifically, teacher candidates engage in a rigorous performance assessment process conducted twice each semester during a full year of student teaching. The process involves a planning protocol (to promote the investigation of content using Common Core Standards), a formal observation (that is videotaped), a self-evaluation using the TAP instructional rubric (along with the videotape and K-12 student outcome data), an evaluation using the TAP rubric (conducted by a faculty member who is housed in the school district full time), and a post-conference/coaching session (conducted by the same faculty member within 24 hours) to define areas of reinforcement and refinement.

In addition, because the TAP system is an in-service model, the college worked with the NIET Best Practices Center to create a preservice model focused primarily on two of TAP’s four key elements: “instructionally focused accountability” and “ongoing applied professional growth” (TAP, 2012). While teacher candidates are still expected to be proficient on all TAP indicators by graduation, in the preservice model, teacher candidates are also required to engage in professional development, given their ongoing and embedded coursework, alongside their mentors within schools prior to the start of the school year.
It should be noted here, again, that the use of this rubric here is primarily for formative purposes. While the TAP system has been evidenced to be one of the most objective rubric systems available, particularly as it has undergone a number of validity studies, it is not being used as a hard-and-fast tool for either individual or teacher education accountability, particularly because this would stretch far beyond its research-based utilities (Glazerman & Seifullah, 2010; Sawchuck, 2010b; Schacter & Thum, 2005; Solomon, White, Cohen, & Woo, 2007). Its value lies more in its capacity as a descriptive tool that yields signals about what a preservice teacher might be doing well, must be doing prior to graduation, or what the teacher education program might be or might not be doing well overall.

**Imperative #5: Data Collection and Analyses**

Related, teacher educators and leaders need to decide what data collection tools (e.g., the TAP observational system) and analytical methods might be constructed and used to help evaluate program impact, how often data should be collected, and for what purposes. The goal here was to conduct disciplined evaluations of individual courses and entire programs, and to ultimately use data to inform positive change. While the concept of collecting data on teacher education programs is certainly not novel, the utility of this information is where improvement is needed. Currently, most teacher education programs likely collect voluminous amounts of data about their students; however, these data are not well used or purposefully collected. Rather, data collection needs to be conducted and connected to action.

With the focus on action, T-PREP consortium leaders created a concept map (please see the appendix) that would help them address the details of instrumentation, data collection, analysis, and dissemination. Evaluators at ASU specifically are collecting the following data: preprogram data from the application materials of incoming students, program data collected from instruments created by the evaluation team and the professional field experience offices, and postprogram data from the state department of education. All data are housed in each institution’s data system, its field experience offices, in larger university systems, and via the state’s data warehouse.

College leaders at ASU were also instrumental in the conceptualization and development of the state’s data warehouse system that tracks teacher graduates for research purposes. Leaders also helped to create an electronic Institutional Recommendation (IR) system in which all program graduates’ information is automatically uploaded into the state system.
From there, it can be combined with employment records that facilitate tracking each institution’s graduates per year, making tracking and comparing teachers throughout the state more feasible. The focus of this system was to reduce paperwork and confusion between the state department of education and the colleges of education; therefore, the state department of education funded this project as part of its own internal improvements. These records will eventually be combined with state and local student test scores and other achievement indicators, facilitating such analyses further.

This increased access to data triggered a joint discussion about what indicators should be used to measure teacher education quality and, primarily, the role that standardized tests should play in these investigations (see also Baker et al., 2010; Cochran-Smith, 2001, 2004, 2005, 2009; Zeichner, 2010). Should ITC graduates’ students’ learning be measured using standardized tests? Should standardized test scores be used at all? What if they are used to measure value added or growth? How else might researchers go about measuring student learning? In the same vein, should ITC graduates’ scores on required licensure tests be used to measure program quality?

In this case, those involved decided to take a holistic approach. They decided standardized test scores might be used to evaluate ITC graduates’ impact or positive influence on student achievement via value-added measures, with mutual understandings about what standardized tests can and cannot do and about the limitations of value-added analyses (Au, 2010; Haertel, 2011; Harris, 2011; Hill et al., 2011; Newton et al., 2010; Papay, 2010; J. Rothstein, 2009). And, while results would be contextualized and limitations defined, ultimately those involved agreed that using standardized tests, at the student or teacher level, as the only indicator of program quality would be negligent and would violate the standards of the profession on the appropriate uses of tests (AERA, APA, & NCME, 1999).

The primary reason to support adopting a value-added model, however, stemmed from the decision of the state. Once the state decided it was going to use a value-added measure, the project leaders already working in this area helped inform and contribute to the conversation. The oft-cited Student Growth Percentiles (SGP) model (Betebenner & Linn, 2010) was selected to determine graduates’ influence on students, although legislation is still being finalized a propos implementation and use. This model was selected because it is open access, open to further manipulation and investigation, and appropriately descriptive (vs. causative), that is, compared to other commonly used value-added models.
Imperative #6: Decision Making

Teacher educators and leaders need to decide who should be involved in decision making and at what levels they should be engaged. Rather than relying only on what traditional teacher educators might have to say about their programs, they should also ask other preparers of teachers to contribute to the construction of reality and understanding. This would assist leaders’ efforts to become stronger democratic players in educational policy, and help to legitimize the field (Hamel & Merz, 2005; Russell & Wineburg, 2007; Stake, 1967; Wineburg, 2006; Yinger & Hendricks-Lee, 2000). As well, this would help those who evidently prepare teachers in more particular ways or areas better, at least theoretically, help teacher education as a whole.

For example, alternative teacher education programs (e.g., TFA, other for-profits, and the community colleges or high schools in which teachers are also more frequently being prepared) are often not being included in discussions about teacher education quality. As one dean within the project noted, “It is easy enough to compete [with each other], far more difficult to collaborate.” If the ultimate goal is to determine what components of teacher education programs impact teacher quality and student learning most, teacher educators should be willing to learn from each other to improve programs across the board. In addition, regardless of the impact of different approaches, there is no question that teacher candidates continue to be trained through both traditional and alternative certification routes. As such, not including alternative programs in this research might not be politically prudent or practically wise, and perhaps shortsighted, defeatist, and self-promoting (Yinger & Hendricks-Lee, 2000). Nontraditional programs might have something to offer traditional teacher education programs regarding direct experience (Raymond, Fletcher, & Luque, 2001), high school programming (Good et al., 2006), school and classroom-based assessment (Farr, 2010), recruiting teacher candidates from diverse backgrounds (Wilson et al., 2002), and teaching in the most difficult to teach schools (Boyd et al., 2006).

In this case, college leaders are working with the state department of education that is in charge of the accreditation process. But also, and more importantly, they have the aligned goal of evaluating all of the state’s teacher education programs for the betterment of the state’s entire educational system. This partnership makes the most sense.

At the same time, however, college leaders are still overcoming the reluctance to learn from and be influenced by their competitors, even given the aforementioned Sanford Inspire Program. For example, in the area of curriculum, some might argue that there is not really anything
that the college can learn from an organization like TFA. But, college researchers analyzed the research behind TFA’s core curriculum alongside the college’s curriculum, and have no major differences in terms of content or pedagogy. On the contrary, they found that much of the TFA curriculum is based on the same research, theory, and practice that were already in place across the college’s programs. Yet tensions still exist, again particularly in the area of curriculum, but this might be more because of the highly politicized differences between traditional teacher education programs and alternative paths like TFA versus true, observable differences between the two programs that are now partners.

Externally, the college is also working more deliberately with other private and public competitors. For example, college leaders have traditionally viewed the community colleges as a way to transfer students of more diverse backgrounds into teacher education programs. The college has facilitated this through carefully articulated agreements that are constantly maintained to make it possible for the recruitment of diverse populations that do not always enter a four-year university. This has not been the most progressive approach to diversifying the teaching force (Sleeter, 2008; Villegas & Irvine, 2010; Villegas & Lucas, 2004), but this has duplicitously been in place for years.

Now, the college is viewing its community college partners as partners, as leaders from all institutions involved are working together to reform preservice curricula. Specifically, the college is working more deliberately with the university president’s office, as well as accepting the university’s colleges of liberal arts and sciences, engineering, and arts and letters as full partners in educating teachers, chiefly in terms of content knowledge and expertise. The college has begun to have content courses delivered by faculty from these external colleges to better prepare students with relevant subject-area expertise, and to develop their leadership, critical thinking, communication, and organizational skills in these areas. This interdisciplinary work has been supported via the development or reform of 40 lower division subject area courses as part of the college’s Teaching Foundations Project (for more information, please see http://orc.teach.asu.edu/tfpdev).

A lesson learned here, again, is that such efforts are not easily implemented. Candid and often extensive discussions are necessary for content program faculty new to teacher education (e.g., faculty members from university biology, history, and physics departments), those now being charged with teaching undergraduate courses, to understand the differences between their traditional and ITC undergraduate students. At the university level, for example, ongoing collaborations have resulted in the design of forty new courses for those entering the college’s
teacher education program. This transition is ever-beckoning a balance in understanding and approach, that is, help for faculty relatively new to teacher education both to understand the needs of teacher education students and to recognize the very real differences between those potentially going on to teach PreK-12 students and others. Notwithstanding, it is precisely these conversations that are happening that should help teacher educators approach teacher education in more innovative and new ways—where content requirements are increased without being unduly burdensome, and where purpose and impact are at the forefront of course design.

As well, the college has recognized the need to reform its own methods coursework to also prepare teacher candidates for a rigorous clinical experience. Specifically, each syllabus was reformed to include both formative and summative performance assessments based on indicators from the TAP instructional rubric. The formative assessments provide teacher candidates explicit opportunities to practice new learning and to get feedback from peers, mentor teachers, and faculty instructors. In the summative assessments, each teacher candidate is expected to demonstrate proficiency on the TAP instructional rubric. These course-embedded assessments using the TAP instructional rubric are aimed at preparing teacher candidates for the performance assessment process (which now represents over 50% of their student teaching grade). The long-term plan is to foster students’ actual implementation of content knowledge and exemplary practice in school sites almost exclusively.

**Imperative #7: Sustainable Funding**

Teacher educators and leaders need to determine how these program evaluations might be sufficiently financed, supported, and sustained (see also Cochran-Smith, 2009). Without substantial financial and human resource support, teacher education evaluations of this scale are not feasible. At a larger scale, the Carnegie Corporation (Darling-Hammond, 2006a; Russell & Wineburg, 2007), the Milken Family Foundation (Goldrick, 2002), and local and private foundations, state departments of education, universities, and teacher education programs are pitching in to help those involved develop these models before bringing them to scale. This issue will likely present more substantial financial challenges in the long run, however, especially if these investigations are to be continued indefinitely.

For this project, a community foundation within the state provided the seed funds to get T-PREP’s work started. Otherwise, faculty and program evaluators within have borne the research and service costs of planning, conducting, and managing these evaluations. As they proceed, however,
they are reminded that even with a clear vision, without such an investment, these types of long-range projects may vanish. Notwithstanding, the faculty members involved continue to apply for grants to support the overall project. These efforts were also acknowledged through over $75 million in grants awarded to the college by the U.S. Department of Education (Des Georges, 2010; Parker, 2010). These resources will continue to help implement the aforementioned plans, and they continue to facilitate the connection among the college and its partnering districts.

Additionally, the president of the university allocated substantial funds, even though funds are still scarce, to support the T-PREP project specifically, indicating to the university and greater community that training effective teachers is a top university priority. This contribution was initially triggered when community members who met with the president posed some of the questions previously described. When the questions went unanswered, this was surprising to the president as well in that he also assumed teacher education personnel knew the answers. With this, the conversations echoing across colleges of education, and the continued policy changes from the federal administration, even the university president determined it was time to begin holding not just the college of education, but the university, accountable for all of the teachers it was graduating.

CALL TO ACTION

Three decades ago, David Berliner noted that those who evaluate teacher education programs too often suffer from “ostrichism” (1976, p. 5), a disease afflicting those who, when study results are unexpected or expose blemishes, stick their heads in the sand, hoping problems will pass. Teacher educators teach students to be reflective practitioners and, likewise, should have no issues with being thoughtful and critical of their own programs, practices, and paradigms. While it is true that many flaws can be explained away, for example, when distinctly different samples of students respond in significantly dissimilar ways about program quality, it is also true that nothing will change unless, after imperfections are revealed and understood in context, the flaws and failings inform change.

Notwithstanding the risks associated with conducting such evaluations in the current climate of accountability, consensus does not yet exist about how to commence or conduct these large-scale teacher education evaluations (Cochran-Smith, 2009; Ludlow et al., 2010; Peck et al., 2010; Wineburg, 2006; Zeichner, 2010). Although, many researchers across the country are working to help teacher educators take part in how they will be evaluated (Cochran-Smith, 2009; Russell & Wineburg, 2007; Wineburg, 2006). The American Association of State Colleges and
Universities (AASCU), for example, released a policy paper in which authors argued, “It is time to develop a national framework for the collection of evidence of the effectiveness of teacher education programs” (Russell & Wineburg, 2007, p. 3).

It is argued herein that teacher educators (including administrators and teacher educators as they are indeed a vested group with a collective responsibility to examine if what they are doing is of high quality, meaningful, and impactful) should commence this work if they have not done so yet. This is true, especially given all of the aforementioned concerns and uncertainties, leaving teacher educators as probably the best to conduct such research internally and as situated within their local contexts. There are too many details that make states too different and teacher education programs too unique for large-scale evaluations like those that the federal government might recommend.

Additionally, as previously noted, several current evaluation systems (e.g., VAA-TPP) rely too heavily, or in some cases solely, on student test scores, which fail to capture the complexity of teacher education programs. Further, to rank teacher education programs based on achievement values alone is inconsistent with any other educational evaluation, at least any evaluation that is wisely conducted. That said, it is critical to the profession that its members signal to the public and policymakers that the profession has established cognitive jurisdiction (Yinger & Hendricks-Lee, 2000) and has begun to evaluate its teacher education programs as separate but public entities. Failure to recognize and actively conduct such work will lead to a further condemnation of teacher education programs.

Throughout the previous sections, an evaluation framework built on seven “beyond excuses” imperatives was proposed. Beyond this framework, the experience and “progress” being made at one college involved in one project was described, as was the considerable work of those engaged in the T-PREP consortium overall. Participants have come to realize that because this system is fluid, and given the very public, high-stakes nature of this work, there exists a dire need for constant communication and collaboration with all stakeholders, from the statehouse, through the university systems, and onto the schools and districts they serve. They understand they need to collectively work toward building local evaluation models in democratic, inclusive ways, and they acknowledge their obligatory roles to collectively legitimize, publicly shape, and make transparent teacher educators’ and teacher education leaders’ points of view about such evaluative investigations.
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